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DEPARTMENT OF INFORMATION TECHNOLOGY 

Scheme (Fourth Year) 
National Institute of Technology Raipur 

Course of Study and Scheme of Examination B. Tech. 7th Semester Branch: IT 

S. 

No. 
Subject Code Subject Name 

Periods per 

Week 
TA 

Examination Scheme 
Total 

Marks 
Credits 

L T  P 
MSE/MTR ESE/ESVE 

Theory Prac. Theory Prac. 

1 Program Core 

(IT107101IT) 

Internet of Things 3 1 0 20 30  50  100 4 

2 Program Elective 

(IT1072XXIT) 

Program Elective - III 

(Reference Table 5) 

3 0 0 20 30  50  100 3 

3 Program Elective 

(IT1072XXIT) 

Program Elective - IV 

(Reference Table 5) 

3 0 0 20 30  50  100 3 

4 Open Elective 

(IT1073XXIT) 

Open Elective - III 

(Reference Table 6) 

3 0 0 20 30  50  100 3 

6 Laboratory 

(IT107401IT) 

Internet of Things Lab 0 0 2 40  20  40 100 1 

7 Project Work 

(IT107501IT) 

Project Work 0 0 2 40  20  40 100 4 

8 Internship 

(IT107701IT) 

Summer Internship II 0 0 2 40  20  40 100 2 

            
20 

 
Reference Table:5  (Program Elective - III & IV) 

 
 

Reference Table:6  (Open Elective - III) 

 

S. 

No. 
Subject Code Subject Name 

 
S. No. Subject Code Subject Name 

1 IT107201IT   Distributed Systems    1 IT107301IT Neural Network and Fuzzy Logic 

2 IT107202IT   Text Mining  2 IT107302IT Human Computer Interaction & Design 

3 IT107203IT   Real Time System  3 IT107303IT Computer Vision 

4 IT107250IT Adhoc & Sensor Network  

5 IT107251IT Principles of Programming Language  

6 IT107252IT   Software Testing  
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Internet of Things 
 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits   Status  Code 

Information Technology  3-1-0, (4)                                  Core   IT107101IT 

[Pre-requisites: Computer Networks] 

Course Objectives 

1. To understand the definition and significance of the Internet of Things. 
2. To learn the architecture, operation, and business benefits of an IoT solution. 
3. To examine the potential Security issues in IoT and explore the relationship between IoT, cloud computing, 

and big data. 
4. Design and program IoT devices, use real IoT protocols for communication, Secure the elements of an IoT 

device. 
 

Course Content 

Unit 1: Introduction to The Internet of Things 

IoT Definition, Elements of an IoT ecosystem, IoT applications, trends and implications, sensing components and 

devices, Wearable sensors and their Applications, operating System for IoT, Industrial IoT: case study: Agriculture, 

Healthcare, Process Automation & monitoring etc. 

 

Unit 2: Internet of Things– Architecture and Communication Protocol 

Layered Architecture for IoT, Protocol Architecture of IoT, Infrastructure Protocols: MAC protocols for sensor network, 

S-MAC, IEEE 802.15.4, Near Field Communication (NFC), RFID, ZigBee, Bluetooth Low Energy (BLE),IPv6 over Low-

Power Wireless Personal Area Networks (6LoWPAN), Long Term Evolution-Advanced, Z-Wave, Components of Z-

Wave Network, Protocols for IoT Service Discovery: DNS service discovery, multicast domain name system. 

 

Unit 3:Internet of Things – Networking Protocol 

Constrained Application Protocol (CoAP), Message Queue Telemetry Transport (MQTT), Extensible Messaging and 
Presence Protocol (XMPP), Advanced Message Queuing Protocol (AMQP), Data Distribution Service (DDS), Service 
Discovery Protocols, Routing Protocol for Low Power and Lossy Networks (RPL), sensor networks, unique constraints 
and challenges, advantages of ad-hoc/sensor network, sensor network architecture, data dissemination and gathering 
protocol. 

Unit 4: Platforms for IOT Applications and Analytics  

Role of the cloud and fog resources in the delivery of IoT services, The IoT Building Blocks, Connected Devices, IoT or 

Sensor Data Gateway, The IoT Data Analytics Platforms: IBM Watson IoT Platform, Splunk Software for IoT Data, 

Amazon Web Service IoT Platform, Azure IoT Hub, The IoT Data Virtualization Platforms, IoT Data Visualization 

Platform, Security and Privacy in IoT 

 

Course Materials 

Required Text: Text books 

1. Pethuru Raj and Anupama C. Raman, “The Internet of Things: Enabling Technologies, Platforms, and Use 
Cases", CRC Press, 2017. 

2. Simone Cirani, Gianluigi Ferrari, Marco Picone, Luca Veltri, “Internet of Things: Architectures, Protocols and 
Standards,” Wiley, 2018. 

3. Fei Hu, “Security and Privacy in Internet of Things (IoTs): Models, Algorithms, and Implementations,” CRC 
Press, 2016. 
 

Optional Materials: Reference Books 

1. R. Buyya and A.K. Dastjerdi (eds.), “Internet of Things: Principles and Paradigms,” Cambridge, MA, USA: 
Morgan Kaufmann (Elsevier), 2016. 
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Distributed Systems  
 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits  Status   Code 

Information Technology  3-0-0, (3)  Program Elective   IT107201IT 

 

[Pre-requisites:  Operating Systems] 

Course Objectives 

1. To understand the working principle and various models of Distributed Systems. 
2. To understand the clock synchronization schemes of Distributed Systems. 
3. To understand the various algorithms of Distributed Mutual Exclusion, election, and consensus. 
4. To understand the concepts of Distributed detection, storage, transaction, replication, and recovery. 

 
Course Content 

Unit 1: Introduction & Models of Distributed Systems 

Concept of Distributed system,Characteristics and Challenges of Distributed Systems, Examples of Distributed 
Systems. Physical Model, Fundamental model and Architectural model of Distributed Systems. 
 
Unit 2: Clocks in Distributed Systems 

Concept of clock in Distributed System, Limitation of Distributed System, Clock synchronization,Lamport’s Logical 
Clock, Vector Clocks, Causal ordering of messages, Chandy-Lamport’s Global State Recording Algorithm. 
 
Unit 3: Distributed Mutual Exclusion, Election & Consensus 

Distributed Mutual Exclusion: Concept ofCritical Section, Central Server Algorithm, Ring-based Algorithm,Ricart-
AgrawalaAlgorithm.Election Algorithms: Ring-based election algorithm, Bully’s algorithm. Consensus Algorithms: 
Floodset algorithm, Byzantine General Agreement Problem.  
 
Unit 4: Distributed Deadlock Detection, Storage, Transactions, Replication & Recovery 

The Ho-Ramamoorthy’stwo-phase algorithm and one-phase algorithm.Distributed Storage, Distributed Transaction, 
Replication, Recovery inDistributed System, Commit protocol- The Two-Phase commit protocol. 
 
Course Materials 

Required Text: Text books 

 
1. G. Couloris, “Distributed System, Concept & Design,” Addison Wesley 1994. 
2. Tanenbaum, “Distributed Systems,” PHI. 
3. P. K. Sinha, “Distributed Operating Systems,” PHI. 
4. Michel J. Quinn, “ Parallel Computing: Theory and Practice,” McGraw-Hill. 

 
Optional Materials: Reference Books 

1. MukeshSinghal, Niranjan G. Shivaratri, "Advanced concepts in operating systems: distributed, database, and 
multiprocessor operating systems", MGH, 1/E, 1994. 

2. J.A.Shar,. "An introduction to distributed and parallel processing",1986. 
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Text Mining 
 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits  Status   Code 

Information Technology  3-0-0, (3)  Program Elective   IT107202IT 

[Pre-requisites: Data Mining & Analysis] 

Course Objectives 

1. To understand the basic concepts of text mining and analysis for pattern recognition. 

2. To understand various text categorization and clustering techniques. 
3. To understand various information retrieval and extraction techniques. 

4. To understand various topic modeling techniques and its application. 

 

Course Content 

Unit 1: Introduction 

Overview of text mining, Definition, General Architecture, Algorithms, Core Operations, Pre-processing, Types of 

Problems, basics of document classification, information retrieval, clustering and organizing documents, information 

extraction, prediction and evaluation, Textual information to numerical vectors, Collecting documents, document 

standardization, tokenization, lemmatization, vector generation for prediction, sentence boundary determination, 

evaluation performance. 

 

Unit 2:Text Categorization and Clustering 

Text Categorization – Definition, Document Representation, Feature Selection, Decision Tree Classifiers, Rule-based 

Classifiers, Probabilistic and Naive Bayes Classifiers, Linear Classifiers, Classification of Linked and Web Data, Meta-

Algorithms, Clustering - Definition, Vector Space Models, Distance-based Algorithms, Word and Phrase-based 

Clustering, Semi-Supervised Clustering, Transfer Learning. 

 

Unit 3:Information Retrieval and Information Extraction 

Information retrieval and text mining - keyword search, nearest-neighbor methods, similarity, web-based document 

search, matching, inverted lists, evaluation. Information extraction – Architecture, Term Frequency, TF-IDF, Co-

reference, Named Entity and Relation Extraction, Template filling and database construction, Applications, 

Unsupervised Algorithms for Information Extraction, Text Summarization Techniques, Topic Representation, 

Influence of Context, Indicator Representations, Pattern Extraction, Apriori Algorithm, FP Tree algorithm. 

 

Unit 4: Probabilistic Models& Recent Trends 

Probabilistic Models for Text Mining, Mixture Models, Stochastic Processes in Bayesian Nonparametric Models, 

Graphical Models, Relationship Between Clustering, Dimension Reduction and Topic Modeling, Latent Semantic 

Indexing, Probabilistic Latent Semantic Indexing, Latent Dirichlet Allocation, Interpretation and Evaluation, 

Probabilistic Document Clustering and Topic Models, Probabilistic Models for Information Extraction, Hidden Markov 

Models, Stochastic Context Free Grammars, Maximal Entropy Modeling, Maximal Entropy Markov Models, 

Conditional Random Fields. Recent Trends: Visualization Techniques in Link Analysis - Example, Text Mining in 

Multimedia, Text Analytics in Social Media, Opinion Mining and Sentiment Analysis, Opinion Lexicon Expansion, Text 

Mining Applications and Case studies. 

 

Course Materials 

Required Text: Text books 

1. Sholom Weiss, Nitin Indurkhya, Tong Zhang, Fred Damerau “The Text Mining Handbook: Advanced 
Approaches in Analyzing Unstructured Data”, Springer, paperback 2010. 

2. Ronen Feldman, James Sanger -“The Text Mining Handbook: Advanced Approaches in Analyzing 
Unstructured Data”-Cambridge University press, 2006. 

3. Charu C. Aggarwal ,Cheng Xiang Zhai, Mining Text Data, Springer; 2012 
 

Optional Materials: Reference Books 

1. Introduction to Information Retrieval. Christopher D. Manning, Prabhakar Raghavan, and Hinrich Schuetze, 
Cambridge University Press, 2007. 
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Real Time Systems 

 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits   Status   Code 

Information Technology  3-0-0, (3)   Program Elective   IT107203IT 

 

[Pre-requisites: Operating System] 

Course Objectives 

1. To understand the use of multi tasking techniques in real time systems. 
2. To evaluate the performance of soft and hard real time systems. 
3. To analyze multi task scheduling algorithms for periodic, a periodic and sporadic tasks. 
4. To design and develop intrusion detection system. 

 
Course Content 

Unit-1: Introduction 

Concept of Real Time System, Issues in real time computing, Performance measures of Real Time System, Issues in 
Real Time Computing, Performance measures of Real time Systems, Real-time Application. Task Assignment and 
Scheduling: Different task model, Scheduling hierarchy, offline vs. Online Scheduling, Clock Drives. 
 

Unit-2:Model of Real Time System 

Processor, resources, temporal parameter, Periodic Task Model, Sporadic Task Model, Precedence Constraints and 
Data Dependencies, Scheduling hierarchy Scheduling of Periodic Task: Assumptions, fixed versus dynamic priority 
algorithms, schedulability test for fixed priority task with arbitrary deadlines. 
 

Unit-3:  Scheduling of a Periodic and Sporadic Tasks  

Assumptions and approaches, deferrable, sporadic servers, slack stealing in deadline driven and fixed priority systems. 
Two level schemes for integrated scheduling, Scheduling for applications having flexible constrains. Resources and 
Resource Access Control: Assumptions on resources and their usage, resource Contention, resource access control 
(Priority Ceiling Protocol, Priority Inheritance protocol, Slack Based Priority Ceiling Protocol, Preemption Ceiling 
Protocol).  
 

Unit-4:  Multi Processor Scheduling 

Model of multi-processor and distributed systems, scheduling algorithms for end to end periodic tasks in 

homogeneous/heterogeneous systems, Predictability and validation of dynamic multiprocessor system.Model of real 

time Communication, Priority base service for switched network, Weighted Round Robin Service, Medium access 

Control Protocol, Real Time Protocol 

 

Course Materials 

Required Text: Text books 

1. Jane .W. S. Liu, Real Time Systems, Pearson Education. 
2.  Krishna .C.M, Real Time Systems, Mc-Graw Hill Publication  

 
Optional Materials: Reference Books 

1. Hard Real Time Computing Systems Predictable Scheduling Algorithms and applications by Giorgio C. 

Buttazzo 

2. Real Time Design Patterns: Robust Scalable Architecture for Real Time System by BrucePowel Douglass 

3. Real Time System: Scheduling, Analysis and Verification by Albert M.K. Change                                                                                    
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Adhoc & Sensor Network 
 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits   Status   Code 

Information Technology  3-0-0, (3)                      Program Elective                IT107250IT 

 

[Pre-requisites: Computer Networks] 

 

Course Objectives 

1. To understand the fundamentals of wireless networks, sensor networks and its application to critical real time 
scenarios. 

2. To study the various protocols at various layers and its differences with traditional protocols. 
3. To understand the issues pertaining to sensor networks and the challenges involved in managing a sensor 

network. 
4. To analyze various critical parameters in deploying a WSN. 

 
Course Content 

Unit1: Mobile Adhoc Networks 

Introductory concepts. Different models of operation. Various applications of MANET, Destination Sequenced 
Distance Vector protocol - overview, route advertisement, extending base station coverage, Dynamic Source Routing 
protocol - overview and properties, Support for heterogeneous networks and mobile IP, Multicast routing with DSR.  

 
Unit2: Routing protocols in MANET 

Ad Hoc On-Demand Distance-Vector protocol - properties, unicast route Establishment, multicast route establishment, 
Link Reversal Routing - Gafni-Bertsekas algorithm, lightweight mobile routing algorithm, Temporally ordered routing 
algorithm,Preserving battery life of mobile nodes - Associativity based routing, Recent trends in MANET. 

 
Unit3: Wireless Sensor Networks 

Introduction and Overview of Wireless Sensor Networks, Background of Sensor Network Technology, Applications of 

Wireless Sensor Networks, Sensor Network Architecture, QoS and Energy Management. 

 
Unit 4: MAC and routing protocols in WSN 

Medium Access Control Protocols for Wireless Sensor Networks, Schedule-Based Protocols, Random Access-Based 
Protocols, Coordination, Schedule Synchronization, Adaptive Listening, Access Control and Data Exchange, Routing 
Protocols for Wireless Sensor Networks, Routing Challenges and Design Issues, Routing Strategies: WSN Routing 
Techniques, Flooding and Its Variants, Sensor Protocols for Information via Negotiation, Low-Energy Adaptive 
Clustering Hierarchy, Power-Efficient Gathering in Sensor Information Systems, Directed Diffusion. 
 

Course Materials 

Required Text: Text books 

 

1. Charles E. Perkins, “Ad Hoc Networking” Addison-Wesley Professional.  
2. Prasant Mohapatra, Srikanth Krishnamurthy, “AD HOC NETWORKS: Technologies and Protocols” Springer. 
3. Kazem Sohraby, Daniel Minoli, and TaiebZnati, "Wireless sensor networks: technology, protocols, and 

applications"  Johnwiley& sons, 2007. 
 

Optional Materials: Reference Books 
1. Anna Hac, “Wireless Sensor Network Designs”, John Wiley, 2003. 
2. Feng Zhao & Leonidas J. Guibas, “Wireless Sensor Networks- An Information Processing Approach", Elsevier, 

2007. 
3. Cory Beard, and William Stallings. Wireless communication networks and systems. Pearson, 2015. 
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Principles of Programming Language 

 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits   Status   Code 

Information Technology  3-0-0, (3)               Program Elective  IT107251IT 

[Pre-requisites: Computer Programming, Data Structures] 

Course Objectives 

1. To introduce notations to describe syntax and semantics of programming languages. 
2. To analyze and explain behavior of simple programs in imperative languages using concepts such as 

binding,Scope, control structures, subprograms and parameter passing mechanisms.  
3. To understand the key concepts in the implementation of common features of programming languages. 

Course Content 

Unit 1:Evolution of the Major Programming Languages: 

Syntax and Semantics: Attribute Grammars, Describing the Meanings of Programs: Dynamic Semantics, Lexical and 

Syntax Analysis: The Parsing Problem, Recursive-Descent Parsing, Bottom-Up Parsing, Names, Bindings, and Scopes, 

Data Types. 

 
Unit 2:Expressions and Assignment Statements: 

Statement-Level Control Structures, Subprograms: Fundamentals of Subprograms, Design Issues for Subprograms, 

Local Referencing Environments, Parameter-Passing Methods, Implementing Subprograms, Abstract Data Types and 

Encapsulation Constructs. 

 
Unit 3:Support for Object-Oriented Programming: 

Introduction, Design Issues for Object-Oriented Languages, Support for Object-Oriented Programming in 

C#,Concurrency: Introduction to Subprogram-Level Concurrency, Semaphores, Monitors, Message Passing, Ada 

Support for Concurrency, Concurrency in Functional Languages, Exception Handling and Event Handling. 

 
Unit 4: Functional Programming Languages:  

Introduction, Fundamentals of Functional Programming Languages, The First Functional Programming Language: 

LISP, An Introduction to Scheme, Common LISP, Haskell, Logic Programming Languages: Introduction, A Brief 

Introduction to Predicate Calculus, Predicate Calculus and Proving Theorems, An Overview of Logic Programming, The 

Origins of Prolog, The Basic Elements of Prolog, Deficiencies of Prolog, Applications of Logic Programming. 

 

Course Materials 

Required Text: Text books 

 

1. Robert W. Sebesta, “Concepts of Programming Languages”, Tenth Edition, Addison Wesley, 2012 
2. Programming Languages, Principles & Paradigms, 2ed, Allen B Tucker, Robert E Noonan, TMH 
3. R. Kent Dybvig, “The Scheme programming language”, Fourth Edition, MIT Press, 2009 

 
 

Optional Materials: Reference Books 

1. Jeffrey D. Ullman, “Elements of ML programming”, Second Edition, Prentice Hall, 1998 
2. Richard A. O’Keefe, “The craft of Prolog”, MIT Press, 2009 
3. W. F. Clocksin and C. S. Mellish, “Programming in Prolog: Using the ISO Standard”, Fifth Edition, Springer, 

2003 
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Software Testing  

 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits   Status   Code 

Information Technology  3-0-0, (3)   Program Elective   IT107252IT 

 

[Pre-requisites: Software Engineering] 

Course Objectives 

1. To study fundamental concepts in software testing. 
2. To discuss various software testing issues and solutions in software unit test, integration and system testing. 
3. To expose the advanced software testing topics, such as object-oriented software testing methods 

 
Course Content 
Unit 1: Introduction to Testing  

Testing as an Engineering Activity, Testing as a Process, Testing axioms, Basic definitions, Software Testing Principles, 
The Tester’s Role in a Software Development Organization, Origins of Defects, Cost of defects, Defect Classes, The 
Defect Repository and Test Design, Defect Examples, Developer/Tester Support of Developing a Defect Repository, 
Defect Prevention strategies. 
 

Unit 2:Test Case Design 

Test case Design Strategies, Using Black Bod Approach to Test Case Design, Random Testing Requirements based 

testing, Boundary Value Analysis, Equivalence Class Partitioning, State based testing, Cause-effect graphing, 

Compatibility testing, user documentation testing, domain testing, Using White Box Approach to Test design, Test 

Adequacy Criteria, static testing vs. structural testing, code functional testing, Coverage and Control Flow Graphs. 

 

Unit 3:Levels of Testing 

The need for Levers of Testing, Unit Test, Unit Test Planning, Designing the Unit Tests, The Test Harness, Running 

the Unit tests and Recording results, Integration tests, Designing Integration Tests, Integration Test Planning, 

Scenario testing, Defect bash elimination System Testing, Acceptance testing, Performance testing, Regression 

Testing, Internationalization testing, Ad-hoc test, Alpha, Beta Tests, Testing OO systems, Usability and Accessibility 

testing. 

 

Unit 4: Test Management 

People and organizational issues in testing, Organization structures for testing teams, testing services, Test Planning, 

Test Plan Components, Test Plan Attachments, Locating Test Items, test management, test process, Reporting Test 

Results, The role of three groups in Test Planning and Policy Development, Introducing the test specialist, Skills 

needed by a test specialist, Building a Testing Group.Software test automation, skill needed for automation, scope of 

automation, design and architecture for automation, requirements for a test tool, challenges in automation, Test 

metrics and measurements, project, progress and productivity metrics. 

 

Course Materials 

Required Text: Text books 

1. SrinivasanDesikan and Gopalaswamy Ramesh, Software Testing – Principles and Practices,Pearson Education, 
2006. 

2. Ron Patton, Software Testing, Second Edition, Sams Publishing, Pearson Education, 2007. 
3. Ilene Burnstein, “Practical Software Testing”, Springer International Edition, 2003. 

 
Optional Materials: Reference Books 

 

1. Edward Kit,” Software Testing in the Real World – Improving the Process”, PearsonEducation, 1995. 
2. Boris Beizer,” Software Testing Techniques” – 2nd Edition, Van Nostrand Reinhold, NewYork, 1990. 
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Neural Networks and Fuzzy Logic 
 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits   Status   Code 

Information Technology  3-0-0, (3)        Open Elective   IT107301IT 

 [Pre-requisites: Mathematics, Discrete Structures, Fundamental of Computing] 
 

Course Objectives 

1. To understand different soft computing tools to solve real life problems. 
2. To enable students to solve problems that is appropriately solved by neural networks, fuzzy logic, and genetic 

algorithms. 
3. To provide an understanding of the basic mathematical elements of the theory of fuzzy sets. 
4. To understand the concepts of fuzzy sets, knowledge representation using fuzzy rules, approximate reasoning, 

fuzzy inference systems, and fuzzy logic control and other machine intelligence applications of fuzzy logic. 
 

Course Content 

Unit1: Introduction to Artificial Neural Networks 

Elementary Neurophysiology, Biological Neuron, Biological and Artificial Neuron Models,characteristics of ANN, 
Historical developments, Neural Networks viewed as directed graphs,Feedback from neurons to ANN, Artificial 
Intelligence and Neural Networks, McCulloch-PittsModel, Network Architectures, Recurrent Networks, Topologies, 
overview of Single-layered Feedforward Networks and Multi-layered Feed- forward Networks. Classification Taxonomy 
of ANN, Different Learning Strategy-Supervised and Unsupervisedlearning, Reinforcement, Learning rules, Memory 
models, Stability and Convergence, Activation andSynaptic Dynamics, Competitive, Error-Correction Learning 
 
Unit2: Associated Memories and Supervised network   

Associative Memory, HebbianLearning, General concept of associated memory, Bidirectional Associated memory 
(BAM)architecture, BAM Training algorithm, Hopfield Network Architecture, Discrete and continuousversions, 
Storage and recall algorithm, stability analysis. Perceptron model, least mean square algorithm(Rosenblat Algorithm), 
ADALINEalgorithm and applications, MADALINE, Algorithm and applications, Multilayered Feed Forward 
NeuralNetworksmodel, BackpropagationAlgorithm, XOR – Problem, The generalized Deltarule, BPN Applications. 
 
Unit3: Unsupervised network and applications of network model 
Self-organizing Feature mapalgorithm, Learning Vector Quantization, Counter Propagation Network. Architecture, 
Algorithm and applications of Complex Pattern Recognition: ART/ART-1, ART-2, Cognitron, Structure & training, 
Neo-cognitron architecture, Data processing-performance, addition of lateralinhibition& feedback to the neo-
cognitron, Character Recognition and Handwritten Digit recognition,Simulated Annealing, Support Vector machines. 
 
Unit 4: Neural Fuzzy Systems 

Introduction to classical sets-properties, Operations, and relations: Introduction to Fuzzy sets,membership, 
uncertainty, operations, relations, cardinalities, Examples of Fuzzy logic, defuzzification to crisps sets and its methods, 
Fuzzy Associative memories, Fuzziness in neural networks and examples, Fuzzy logic control and fuzzy classification. 
 
Course Materials 

Required Text: Text books 

1. Artificial Neural Networks by B. Yagna Narayan, PHI 
2. Neural Networks Fuzzy Logic & Genetic Alogrithms by Rajshekaran&Pai, Prentice Hall 
3. Principles of Soft Computing by S. N. Sivanandam, S. N. Deepa, Wiley-India. 
4. Introduction to Neural Networks using Matlab 6.0 by S.N. Sivanandam, S Sumathi, S.N.Deepa, TMH. 

 
Optional Materials: Reference Books 

1. Neural Networks by James A. Freeman and David M. Strapetuns, Prentice Hall. 
2. Neural Network & Fuzzy System by Bart Kosko, PHI. 

3. Neural Network Design by Hagan Demuth Deale Vikas Publication House. 

 

 

 



11 
 

Human Computer Interaction Design 
 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits   Status   Code 

Information Technology  3-0-0, (3)   Open Elective               IT107302IT 

 

[Pre-requisites: Computer Programming, Digital Logic Analysis and Design] 

 

Course Objectives 

1. To understand the basics of Human Computer Interaction. 
2. To understand the Cognitive Models and UI Design for HCI. 
3. To evaluate techniques for HCI models. 
4. Case study based in-depth analysis. 

 
Course Content 

Unit 1: Introduction to HCI: 
A brief history of HCI, Applications of HCI. Interactive system design (theory and practice): Concept of usability – 
definition and Elaboration, HCI and Software Engineering, GUI design and aesthetics, Prototyping techniques. 
 

Unit 2: Models in HCI: 

Introduction to different types of models, GOMS family of models (KLM and CMN-GOMS), Fitts’ law and Hick-

Hyman’s law, Model-based design case studies. 

 

Unit 3: Cognitive Framework, HCI Interfaces and Evaluation: 

Cognitive Framework of HCI, Perception & Representation. Attention and Interface Design, Memory in Interface 

Design. Knowledge Representation, User Modeling. Interaction with Natural Languages, Next Generation Interface.UI 

Evaluation, Cognitive Walkthrough, Heuristic Evaluation, Evaluation with Cognitive Models, Evaluation with Users, 

Model-based Evaluation. 

 

Unit 4: Case Studies:  
Case Study 1 – Multi-Key press Hindi Text Input Method on a Mobile Phone. Case Study 2 – GUI design for a mobile 
phone based Matrimonial Application. Case Study 3 – Employment Information System for unorganized construction 
workers on a Mobile Phone. 
 

Course Materials 

Required Text: Text books 

1. Dix A., Finlay J., Abowd G. D. and Beale R. Human Computer Interaction, 3rd edition, Pearson Education, 

2005. 

2. Preece J., Rogers Y., Sharp H., Baniyon D., Holland S. and Carey T. Human Computer Interaction, Addison-

Wesley, 1994. 

3. Smith AtakanSerengal, “Human-Computer Interaction”, Cengage Learning. 

4. B. Shneiderman; Designing the User Interface, Addison Wesley 2000 (Indian Reprint). 

 

Optional Materials: Reference Books 

1. Brian Fling, “Mobile Design and Development”, First Edition ,O‟Reilly Media Inc., 2009  
2. Bill Scott and Theresa Neil, “Designing Web Interfaces”, First Edition, O‟Reilly, 2009. 
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Computer Vision 
 [7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits   Status  Code 

Information Technology  3-0-0, (3)   Open Elective  IT107303IT 

 

[Pre-requisites: Mathematics,Data Mining, Digital Image Processing] 

 

Course Objectives 
1. To introduce students the fundamentals of image formation. 
2. To introduce students the methods and techniques of computer vision. 
3. To develop an appreciation for various issues in the design of computer vision and object recognition systems. 
4. To provide the student with programming experience from implementing computer vision and object 

recognition applications 
 

Course Content 

Unit-1: Introduction  
Image Processing, Computer Vision and Computer, Graphics, Computer Vision - Low-level, Mid-level, High-level , 
Overview of Diverse Computer  Vision Applications: Document Image Analysis, Biometrics, Object Recognition, 
Tracking, Medical Image Analysis, Content-Based Image Retrieval, Video Data Processing, Multimedia, Virtual Reality 
and Augmented Reality 
 
Unit 2: Depth estimation and Multi-camera views  
Perspective, Binocular Stereopsis: Camera and Epipolar Geometry; Homography, Rectification, DLT, RANSAC, 3-D 
reconstruction framework; Auto-calibration. 
 
Unit 3: Feature Extraction  
Edges - Canny, LOG, DOG; Line detectors (Hough Transform), Corners - Harris and Hessian Affine, Orientation 
Histogram, SIFT, SURF, HOG, GLOH, Scale-Space Analysis- Image Pyramids and Gaussian derivative filters, Gabor 
Filters and DWT.  
 
Unit 4: Motion Estimation & Pattern Analysis 
Motion parameter estimation, Regularization theory, Optical computation,Stereo Vision , Motion estimation , 
Structure from motion, Clustering: K-Means, K-Medoids, Mixture of Gaussians, Classification: Discriminant Function, 
Supervised, Un-supervised, Semi-supervised; Classifiers: Bayes, KNN, ANN models; Dimensionality Reduction: PCA, 
LDA, ICA; Non-parametric methods.  
 
 
Textbooks: 

1. Richard Szeliski, Computer Vision: Algorithms and Applications, Springer-Verlag London Limited 2011.  
2. Computer Vision - A modern approach, by D. Forsyth and J. Ponce, Prentice Hall 
3. Robot Vision, by B. K. P. Horn, McGraw-Hill. 
4. Introductory Techniques for 3D Computer Vision, by E. Trucco and A. Verri, Publisher: PrenticeHall 

 
Reference Books: 
 

1. Richard Hartley and Andrew Zisserman, Multiple View Geometry in Computer Vision, Second Edition, 
Cambridge University Press, March 2004.  

2. K. Fukunaga; Introduction to Statistical Pattern Recognition, Second Edition, Academic Press, Morgan 
Kaufmann, 1990.  

3. R.C. Gonzalez and R.E. Woods, Digital Image Processing, Addison- Wesley, 1992. 
4. Christopher M. Bishop; Pattern Recognition and Machine Learning, Springer, 2006 
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Internet of Things Lab 

[7thSemester, Fourth Year]  
Course Description 

Offered by Department  Credits   Status               Code 

Information Technology  0-0-2, (1)   Lab               IT107401IT 

 

 

 

 

 

 

 

 

Entrepreneurship-II 

[7thSemester, Forth Year]  

 

Course Description 

Offered by Department  Credits   Status   Code 

Humanities                  3-0-0, (3)     
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Summer Internship -II 

[7thSemester, Fourth Year]  

Course Description 

Offered by Department  Credits   Status               Code 

Information Technology  0-0-2, (1)                Internship                             IT107701IT  

 

 

 

 

 

 

 

 

 

Project Work 

[7thSemester, Fourth Year]  
Course Description 

Offered by Department  Credits   Status   Code 

Information Technology  0-0-2, (1)   Project                  IT107501  

 

 

 

 

 

 

 


